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Abstract—Wireless broadcast is an effective approach to dis-

«—@ Subscription Change Device |

efficient key management to distribute and change keys is inrgat :
i Wireless Network

demand for access control in broadcast services. In this pap, we
propose an efficient key management scheme (namely KTR) to
handle key distribution with regarding to complex subscription
options and user activities. KTR has the following advantags.
First, it supports all subscription activities in wireless broadcast
services. Second, in KTR, a user only needs to hold one set of
keys for all subscribed programs, instead of separate sets keys dissemination. Data is broadcast periodically so thatausan

for each program. Third, KTR identifies the minimum set of keys  recover lost or missed data items. The uplink channels, kwhic

that must be changed to ensure broadcast security and minime paye |imited bandwidth, are reserved for occasional uses to
the rekey cost. Our simulations show that KTR can save about . o
dynamically change subscriptions.

45% of communication overhead in the broadcast channel and . . L
about 50% of decryption cost for each user, compared with loigal In broadcast services, the basic data undata item, such

key hierarchy based approaches. as a piece of news or a stock price. Data items are grouped

Index Terms—Wireless broadcast, key management, accessNtO programs and a user specifies which programs he would

control, key hierarchy, secure group communication, key di- like to access. Typical programs could be weather, newsksto
tribution guotes, etc. For simplicity, we assume that each program

covers a set of data items, and programs are exclusively
complete. A user may subscribe to one or more programs. The
set of subscribed programs is called the usstbscription.

With the ever growing popularity of smart mobile devicedJsers can subscribe via Internet or uplink channels to §peci
along with the rapid advent of wireless technology, there htéhe programs that they are interested in receiving.
been an increasing interest in wireless data services amongrevious studies on wireless data broadcast services have
both industrial and academic communities in recent yearsainly focused on performance issues such as reducing data
Among various approaches, broadcast allows a very efficieadcess latency and conserving battery power of mobile dsvic
usage of the scarce wireless bandwidth, because it allowafortunately, the critical security requirements of thipe of
simultaneous access by an arbitrary number of mobile dierifroadcast service have not yet been addressed, i.e. betadca
[1]. Wireless data broadcast services have been availabivice providers need to ensure backward and forwardsgcre
as commercial products for many years. In particular, tHe], [3] with respect to membership dynamics. In the wirsles
announcement of the MSN Direct Service (direct.msn.corbjoadcast environment, any user can monitor the broadcast
has further highlighted the industrial interest in and fieidisy channel and record the broadcast data. If the data is not
of utilizing broadcast for wireless data services. encrypted, the content is open to the public and anyone can

A wireless data broadcast system consists of three compacess the data. In addition, a user may only subscribe to a
nents as depicted in Figure 1: (1) the broadcast serverh€) few programs. If data in other programs are not encrypted,
mobile devices; and (3) the communication mechanism. Thee user can obtain data beyond his subscription privilege.
server broadcasts data on air. A user’'s mobile device reseiHence, access control should be enforced via encrypting dat
the broadcast information, and filters the subscribed dataa proper way so that only subscribing users can access the
according to user’s queries and privileges. The specidlthi® broadcast data, and subscribing users can only accesstthe da
broadcast system is that (a) the server determines thewehedo which they subscribe.
to broadcast all data on air, and (b) users’ mobile devicesSymmetric-key-based encryption is a natural choice for
listen to the broadcast channel but only retrieve datar(filteea ensuring secure data dissemination and access. The bsbadca
out) based on users’ queries. The communication mechanidata can be encrypted so that only those users who own
includes wireless broadcast channels and (optional) kiplimalid keys can decrypt them. Thus, the decryption keys can
channels. Broadcast channel is the main mechanism for dataused as an effective means for access control in wireless
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to data in wireless broadcast services, symmetric key-bade [ gl M-'\O'O;
encryption is used to ensure that only users who own the valid : Co® :
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Fig. 1. A wireless data broadcast system
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data broadcast services. For example, each program has sa&eurity can be ensured. In this way, rekey cost can be reduce
unique key to encrypt the data items. The key is issued and fewer users will be affected. Therefore, we propose a
the user who is authorized to receive and decrypt the dataw key management scheme, namely key tree raGsR §,
items. If a user subscribes to multiple programs, it needs bhased on two important observations: (1) users who sulescrib
encryption key for each program. Since a user only has kelgs multiple programs can be captured by a shared key tree,
for his subscription, he cannot decrypt broadcast data aadd (2) old keys can be reused to save rekey cost without
rekey messages designated to other users. At the same tioogpromising security. KTR has two componens$iared
a data item can be decrypted by an arbitrary number of uséey tree and shared key managementand its contribution
who subscribe to it. This allows many users to receive thecludes the following aspects.
data at the same time and addresses the scalability problenContributions. First, the proposed scheme takes advantage
or request lost or missed keys. of a fact in broadcast services: many users subscribe to

Nevertheless, when a user subscribes/unsubscribes tonatiple programs simultaneously. In other words, progsam
program, the encryption key needs to be changed to ensorerlap with each other in terms of users. Because existing
that the user can only access the data in his subscriptiproaches manage keys by separating programs, they turn to
period. Consequently, a critical issue remains, hew can be demanding for the users who subscribe to many programs.
we efficiently manage keys when a user joins/leaves/changiesce, this study contributes to the literature a new scheme
the service without compromising security and interrugtin(namely KTR) to better support subscriptions of multiple
the operations of other usersRegarding unique features ofprograms by exploiting the overlapping among programs. KTR
broadcast services, we are interested in new key managemenmultiple programs share the same set of keys for the users
schemes that can simultaneously provaeurity efficiency who subscribe to these programs. KTR thus inherently esable
and flexibility. A broadcast service generally provides manysers to handle fewer keys and reduces the demands of storage
programs; at the same time, users may like to subscribeand processing power on resource-limited mobile devices.
an arbitrary set of programs. We envision that a user shouldSecond, since multiple programs are allowed to share the
be able to flexibly subscribe/unsubscribe to any prograsame set of keys, a critical issue is how to manage shared keys
of interests and make changes to his subscription at aefficiently and securely. We find that when keys need to be
time. Hence, in addition to security and efficienfigxibility  distributed to a user, it is unnecessary to change all of them
that a user can customize his subscription at anytime is arany circumstances, when a user subscribes to new programs
indispensable feature of key management in broadcastssrvior unsubscribes to some programs, a large portion of keys
to support user subscriptions. that the user will hold in his new subscription can be reused

Two categories of key management schemes in the literatuwighout compromising security. KTR is a novel approach for
may be applied in broadcast services: (1) logic key hiesarclletermining which keys need to be changed and for finding the
(LKH) based techniques [2]-[9] proposed for multicast seminimum number of keys that must be changed. Hence, KTR
vices ; and (2) broadcast encryption techniques [10]-[h6] efficiently handles the rekey of the shared keys and minisnize
current broadcast services (such as satellite TV). We aotithe rekey costs associated with possible subscriptions. Ou
that current broadcast encryption techniques, includif§3 simulations show that critical keys can be employed in lagic
[17], Digicipher [18], Irdeto [19], Nagravision [20], Vi@ess key hierarchy schemes [2], [5] to improve their performance
[21], and VideoGuard [22], cannot in fact support flexilyilit ~ The rest of the paper is organized as follows. In Section
They normally require users to possess decryption boxesitowe present related works on group key management. In
receive the subscribed programs, and the broadcast servigection llI, the first component of KTR is described thatyfull
can only provide to users a few packages, each of whidilizes the service structure to reduce the number of keys.
includes a fixed set of programs (TV channels). Users cannntSection 1V, the second component of KTR is presented to
select individual programs within a package. If a user wantsduce rekey cost when updating and distributing shared.key
to change his subscription, the user needs to request anotheSection V, we present the results of simulations to itaist
decryption box that can decrypt the subscribed programhbe performance improvements in KTR. Finally, we conclude
Hence, in this paper, we will focus on adapting more flexibl@ Section VI.
LKH-based techniques.

Nevertheless, directly applying LKH in broadcast services Il. RELATED WORKS ONKEY MANAGEMENT
is not the most efficient approach. In broadcast services,
program is equivalent to a multicast group, and users wﬁo Logical Key Hierarchy
subscribe to one program form a group. Intuitively, we could Secure key management for wireless broadcast is closely
manage a separate set of keys for each program, and ask a tedated to secure group key management in networking [4].
to hold m sets of keys for his subscribed programs. This Logical key hierarchy (LKH) is proposed in [2], [5] that uses
straightforward approach is inefficient for users subsogb a key tree (depicted in Figure 2) for each group of users who
to many programs. If users could use the same set of keyusbscribe the same program. The root (top node) of the tree
for multiple programs, there would be fewer requiremenis the data encryption key (DEK) of the program. Each leaf
for users to handle keys. Furthermore, when a user chang@lesttom node) in the tree represents an individual key (IDK)
subscription, we argue that it is unnecessary to changefkeysof a user that is only shared between the system and the user.
the programs to which the user is still subscribing, as losig ®&ther keys in the tree, namely key distribution keys (KDKs),
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keys need be changed in stead of how keys are generated.
[6] proposes a combination of key tree and Diffie-Hellman
key exchange to provide a simple and fault-tolerant key
agreement for collaborative groups. [23] reduces the numbe
of rekey messages, while [9], [25] improve the reliabilitfy o
rekey management. Balanced and unbalanced key trees are
discussed in [5] and [26]. Periodic group re-keying is stddi
in [7], [8] to reduce the rekey cost for groups with frequent
joins and leaves. Issues on how to maintain a key tree and how
Fig. 2. Logical key hierarchy to efficiently place encrypted keys in multicast rekey paske
are studied in [8], [26]. Moreover, the performance of LKH is

thoroughly studied [3], [8].
are used to encrypt new DEKs and KDKs. A user only knows

the keys along the path from the leaf of the user to the root
of the key tree. B. Broadcast Encryption

When a user joins or leaves the group, the server needs t?fhere are some other key management schemes in the
change and broadcast the corresponding new keys, and figature for multicast and broadcast services. [10] used
operation is calledekey and the broadcast message of neWhiirarily revealed key sequences to do scalable mutticas
keys is calledrekey messagén our system, data and rekeyyey management without any overhead on joins/leaves. [11]
messages are broadcast in the same broadcast channel ©Qfised two schemes that insert an index head into packets
users. Assume user, leaves the group (in Figure 2). Thetor gecryption. However, both of them require pre-planned
server needs to chandg, k, andk; so thatu; will no longer  g,pscription, which contradicts the fact that in pervasiven-
decrypt any datq for this group, which is encryptediiy The puting and air data access a user may change subscriptions at
rekey message is any moment. In addition, [11] only supports a limited combi-

{k‘i;}kuz 7 {k‘é}kg, (k5 e {k'l}k;, (K, s nat?c_m of programs. [1_3] propos_e_d a scheme to_ yield maximal

resilience against arbitrary coalitions of non-privilegesers.

wherek; is the new key of;; and{k; }x, meanst; is encrypted However, the size (entropy) of its broadcast key message is
by kj. When u; receives this messagey, first decrypts |arge, at leasO)(n) [12]. Zero-message scheme [14], [15] does
{k4}k,, based on his individual key.,, to obtaink), then not require the broadcast server to disseminate any megsage
usesk; to decrypt{kj};, and so on to obtairk; and k1. order to generate a common key. But it is only resilient again
Similarly, other users can obtain the new keys in their owgbalitions of k non-privileged users, and requires every user
paths. It is obvious:, cannot obtain any new keys from thisto storeO(klogs (k)loga(n)) keys. Naoret al. [16] proposed
message, and thus the broadcast data in the future will notd)%tate|ess scheme to facilitate group members to obtain up-
decrypted byu;. to-date session keys even if they miss some previous key

Now assumeu; joins the group, and the server needs tgjstribution messages. Although this scheme is more efficie
changeks, k> and k; so thatu; cannot use the old keys tothan LKH in rekey operations, it mainly handles revocation
decrypt old broadcast data. Note that may have already \hen a user stops subscription. It does not efficiently sttppo
eavesdropped on some broadcast data before he joined j#igs, which are crucial in our system. Finally, [24], [27iop
group. If the server gives, the old keysu, can decrypt the posed self-healing approaches for group members to recover
eavesdropped broadcast data. The rekey message is the session keys by combining information from previous key

/ ’ / ’ / / distribution information.
{abbuy s W2 b (R by s (R, WR2bas (R b Compared with LKH-based approaches, key management
The first three components are fer to use his individual key schemes in broadcast encryption are less flexible regarding
to decrypt the new keys, and the last three are for all exjstipossible subscriptions. Conforming to the current practic
users to use their old keys to decrypt the new keys. In thigscribed in RFC2627 [2], we select binary trees to present
way, u; Will not obtain any old key. our scheme. Note that our scheme does not require binaiy tree

LKH is an efficient and secure key management for multand can be applied in trees of other degrees.
cast services in that each user only needs to itlbg:(n))
keys for the user’s group, and the size of a rekey message
is also O(loga2(n)), wheren is the number of group users.

It is also a flexible key management approach that allows aDirectly applying LKH is not efficient in broadcast services
user to join and leave the multicast group at any time. MaWe use a shared key structure to address the key management.
variations of LKH have been proposed. Because LKH simply the following, we describe how a shared key structure is
uses independent keys, researchers developed several adpglied and then raise the security and efficiency probleims o
approaches [23], [24] that generate new keys by exploitinlgis scheme. We then present a novel shared key management
the relation between child and parent keys or the relatiom Section IV that ensures security and minimizes rekey
between old and new keys. Our scheme is complementaryctust, and also address major issues when applying KTR in
these schemes, since our scheme mainly examines wheth&roadcast server.

Users uy Uy u3 Uy us Ug uy ug

IIl. SHARED KEY STRUCTURE



Programs g, programs 21 22 23

root graph

KDKs

trees

Users up

(a) No Share (b) Share users " .
Fig. 3. Shared key tree leave[ — ‘\ Join
Fig. 4. Key forest
A. Key Forest programs g g & g g &

To address scalability and flexibility in key management,
LKH is used as the basis of our scheme. An intuitive solution
is to use a key tree for each program as shown in Figure
3(a). However, when uset; subscribes to two programs
simultaneously, he needs to manage two sets of keys in both,.. |
trees which is not very efficient (see Figure 3(a)). Hence,
shared key tree SKT) is proposed to reduce this cost inF_ 5 Multid . h
key management. As shown in Figure 3(b), we let the two? > Hrayerrootgrap
programs share the same sub key tree as represented by the

gray triangle. We regroup users so that Users subscriping tq?'roperty 3.3: Each user belongs only to one tree in the key
both programs only need to manage keys in the gray tr'an.g{8rest, and his individual key is the leaf node of the tree.
The advantage of shared key tree is clear: any user subsgribi

to bothg; andg, only needs to manage one set of keys for both
programs. Moreover, when a user joins or leaves a tree shaBdRoot Graph

by multiple programs, the encryption and communicatiort cos The root graph in Figure 4 depicts how programs share
for rekey operations can be significantly less than conoeati keys. Sincem programs could generate™ — 1 different

LKH approaches. subscriptions, such a two-layer structure in fact brings tw

In this study, shared keys are modeled as a key forest ($8§jor problems in terms of rekey overheads when the number
Figure 4), in which all keys form a directed and acyclic graphy programs is large.
The top keys in the forest are the DEKs of the programs. st 4 program may be included in many subscriptions,
All other keys (KDKs) form trees. Users are placed in tré§gnich means the DEK of the program is connected with many
according to their subscriptions. A tree represents noy offees Assume the DEK is connected witlrees. When a user
a “”'qu,S“bSC,“p“O”' but allso. a group of users having t@ﬁ)ps subscribing the program, the DEK needs to be updated
subscription. Since a subscription is a set of programs, gy gistributed to users in trees. Because the new DEK is
root of the subscrlpt!on’s tree is connepted to the DEKs %fncrypted with the roots of the trees in rekeyO(n) rekey
the programs belonging to the subscription. As keys in a reems are generated. Obviously, iif is large, a leave event
are shared by the programs, a user only needs to handle {& s in a huge rekey message. For example, in Figure 5(a),
keys in th(_e tre_e and thg DEKs of the connected programs. I%Sof)rograms are included in different subscriptions. Program
example, in Figure 4, since, represents a subscription of g1’s DEK k,, is connected with 4 roots,,, k,, ky, andk,.

andgy, its rootk,, is connected to both,, andk,,. The keys pance wherk,, is updated due to a leave event, 4 rekey items
in try is shared by botly; andgs. A useru, in try subscribes .o needed.

g1 and g, and needs to handle keys in the path from his leaf 1, goe this problem, we use a multi-layer structure to
node to the DEKSs of the subscribed programs;, kn.. k.. connect the DEK with the roots of the shared trees. As in
kg, and kq,. Finally, kq,, kg, andk,, are DEKs to encrypt gig e 5(b) £, is connected (bold lines) with,,, kv, kv,
broadcast data, and all other keys are KDKs. _andk,, via two intermediate key nodes (gray circles). Such
In order to ensure that a user will not pay for subscribegl mtj-jayer structure inherently exploits the advantagé
programs multiple times, the key forest obviously shouldena| ki For a leave event, the number of rekey items in the
the foIIowi_ng properties, which are guaranteed in any dedc ¢ graph is reduced t6(logs(n)). Note that, for different
and acyclic graph. _ _ programs, the number of intermediate nodes and the number
Property 3.1: Only one path exists by following the upwardof jayers may be different, which is obviously determined by
links from the root of a treér to the DEKs of the programs the number of trees to which the program is connected. In
that sharetr,; Figure 5, program? is connected with3 trees, and thud

Property 3.2: Only one path exists by following the upwardnode is needed. No node is needed for proggarbecause it
links from any leaf node in a tree to the root; is only connected witl® trees.
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Second, a subscription is not a conventional plan that a REKEY OPERATIONS

broadcast service provides, because the subscribed prsgra

of a plan normally cannot be changed by a user. In this papefree Program oriented events

users are able to customize the selection of programs in theloin Assume a user has not subscribed to any program.

subscriptions. Thereby, a broadcast service could easg h a tree | e He subscribes to one or multiple programs.

a large number of different subscriptions. For exampleneve Leave | Assume a user has subscribed to several programs.

if a service provides only 30 programs that is a small numben tree | e He unsubscribes to all current programs.

in many broadcast services, there could 238 = 1 billion Shift Assume a user has subscribed to several programs.

different subscriptions, which is much larger than the nemb among| e He subscribes to one or a few more programs.

of users. Hence, managing keys for all possible subscrigtio trees | e He unsubscribes to a part of the current programs.

would overload the server. Now, assume the service 'has e He changes a part of the current programs.

users and2™ > n. Although 2™ — 1 different subscriptions

exist, at most: subscriptions are valid, since the number of

valid subscriptions cannot be more than the number of usespproach to encrypt a new kay in a rekey item {k/},. If

Hence, this problem can be easily solved by letting the servg is in an enroll pathk; is the oldk;, i.e. {k/}x, = {ké}ki-

only manage the valid subscriptions that have at least oee us %/ is in a leave pathk; is a child key ofk]. Readers can
Assumingn users are distributed te trees ¢ < n), and refer to [2], [5] for examples of rekey packets.

each tree is shared hy programs on averagel (> 1), then  Although LKH changes all keys in leave and enroll paths,

each tree would havé users, and each program would havi TR takes different rekey operations for leave path andlenro

¢ trees. As discussed in Section V-A, KTR requires thajaths: keys in a leave path are changed as in LKH, while only

the broadcast server managk (22 — 1)e + (% —1)m) = a few keys in an enroll path are changed as long as security

O(2n — e + ed — m) keys. In the worst case where= n, is ensured. In addition, KTR identifies an enroll path with th

the server needs to manage oiyn(1 + d) — m) keys. In. minimum number of must-be-changed keys to reduce rekey

contrast, LKH requires the server to mana&g@nd—m) keys. cost without compromising security. The detailed approiach

Obviously, KTR allows the server to manage much fewer keysesented in Section IV.

than conventional LKH-based approaches.

D. Challenges in Shared Key Management

C. Rekey Operations If keys are shared by multiple programs, it is not always

In this study, we consider user activities ofcost saving, especially when a user shifts to a new tree where
joining/leaving/shifting  among  trees, instead ofsome previously subscribed programs are still subscribed t
joining/quitting/changing among programs. Table | listby the user. Consider the example in Figure 4 wherahifts
the mapping between tree-oriented operations and thiem tr, to trg. Apparently,g; andgs are still subscribed to
corresponding program-oriented user events. Consider thiéer the shift. In general, two sets of keys need to be ctéinge
example in Figure 4, where a usey shifts fromt¢r, to ¢rg. to ensure securityk,, andk,, in the leave path, and,, ,
Whenu, was intry, us subscribedy; andg,. After he shifts k., k4,, kg, andk,, in the enroll path.
to trg, he subscribeg;, go and gs. Hence, the shift in fact When keys are not shared (i.e. each program has one
means the user addg into his current subscription. Noteindividual key tree), fewer keys are involved in the example
that the discussion of rekey operations in this study onkhift event. As in Figure 4¢r, is shared byy; and gz, while
considers individual user events. tre¢ is shared byg;, g and g3. The shift fromtry to trg

To issue new keys upon a user event, the main task isitofact indicates that; adds the prograngs to his current
identify the keys that need to be changed. We use two typasbscription ofg; and g». Hence, if keys are not shared and
of paths in the key forest to represent the to-be-changes. kegach program has one individual key tree, only keygjis
When a user leaves a tree, we sayeave pathis formed, tree need to be changed. Thus, the shared key scheme has
which consists of keys that the user will no longer use. Whenore rekey cost than conventional LKH in this example.

a user joins a tree, we say, amroll path is formed, which Nevertheless, because; in trg is still subscribing to
consists of keys that the user will use in the future. SiryiJar programsg; and go as he was inr,, we find that keys in
when a user shifts from one tree to another, a leave path ahd enroll path (e.gk,,, k., kg, andk,,) might be reused

an enroll path are formed. In KTR, a complete path starts froby . without compromising security. For example, no matter
the leaf node and ends at the multiple DEKs of the subscribetietheru, was intry or shifts totrg, u, always knowsk,, or
programs that share the tree. For example, in Figure 4, whey. Hence, these two keys can be reused in this shift event.
us shifts fromtry to trg, the leave path consists &f,, and With an in-depth analysis, we find that under certain condgi
k.,, and the enroll path consists &f, ,, k.., kg, , kg, andk,,. k., andk,, can be reused as well.

Note that in this exampley,, andk,, are the keys that, Deciding whether or not a key in an enroll path can be
already has and still needs in the future. Herlgg,andk,, reused depends on whether or not the key can reveal the
are not in the leave path, although leavestr,. programs’ DEKs that:, is not supposed to know. Assume that

To broadcast new keys, the server should first composethe example shift eveng;,, has never been changed since
rekey packets. In this study, we take the standard LK, u, joinstry att; and shifts toirg atts, andig < t1 < to.



There are at least two situations wherg must be changed Algorithm 1 Update of refresh and renew spots

att,. Either k., was used to encrypt,, as {k, },. during Assumek; is used in the rekey messages upon a user event.
to andt,; or k,, was used to encrypt,, or kg, as{lcgl}kr6 1: if k; is in a leave pattihen

or {kg, }x,, duringto andt;. 2. renew spots must be added to Ajls spot series;

In the first situation, ifk,, is reuseduu, can decryptk,, 3: end if
from {k, }x,,, and then decrypys’s data that was broadcast 4: if k; is critical in an enroll patithen
beforeu, shifts totrg att,. Hence, the reuseld., revealsk,,  s: renew spots must be added to Ajls spot series;
beforeu, addsgs into his subscription. In the second situation, 6: end if
if k., is reusedus can decryptk,, or kg, from {k,, }x, or 7. if k;s parent keyk; is in a leave pattthen
{kgs }r,» and then decryps;’s or g»'s data that was broadcast s: refresh spots must be addedigs spot series that are
beforeu, joins try at ¢;. Hence, the reused,, revealsk,, associated with the programs sharibg
or kg, beforeu, joins the service. In summary,., must be 9: end if
changed in both situations. Af., is reused without any change,
it can reveal DEKs that, should not know. Except these two
situations, ifk,., has never been used in the encryptions as Definition 4.1: Renew spot of a key;: the time pointt
discussed abové;,, can be reused without any change.  whenk;’s value is changedk;’s new value starting front is

A similar but more complicated inspection is required odenoted as;(¢).
other keys intrg. The principle is to check whether a key Definition 4.2: Refresh spot of a key;: the time pointt
in an enroll path can reveal the previous DEK or anothevhenk; is used to encrypt its parent kdy's new value in a
program’s DEK. The difficulty is that a key may indirectlyrefreshment(k;, t; k;, t’).
reveal DEKs, because its parent key may not be a DEK.Definition 4.3: Refreshment,d(k;,¢; k;,t'): a rekey mes-

For example, although,, ,’s parent key isk,, k,, can still sage broadcast dtin the form of {k;(t)}, ), andt’ < t.
indirectly reveal the DEKk,,. Assume thatk,, was used

to encryptk,, and thenk,, was used to encrypt,,. In this At a refresh spot, we sayk; is refreshed when it is used to
situation, a sequence of rekey itefiis, } 1, . ,{kg, }x,, €Xistin encrypt its parent key;'s new value as in thé(k;, ¢; k;, t').

all broadcast messages.Af , is reused without any change At a renew spot, we sayk; is renewed when its valued is
us can first decryptk,, and thenk,,. Thus, k,, must be changed.k; is renewed only when it is in a leave path or
changed. If no such sequence of rekey items eXigt, can critical in an enroll path. Accordingly, the rekey message t
be reused. Hence, the challenge in reusing keys lies in hosnewk; has two possible forms. I; is critical in an enroll
to find out which sequences of rekey items may compromipath, k;’s new value is encrypted with its old value. Hence,
security and which keys in such sequences may reveal DEK®e renew message ig;(t)}x, ). If ki is in a leave path,

In the following section, we propose a novel approach ik;’s new value is encrypted with its child key.. Hence, the
KTR to efficiently address the security issue in reusing keytenew message of; is also the refresh message kf, i.e.
Since rekey cost is determined by the number of must-bgk;(t)} . )
changed keys, the cost can be minimized if we can find theWhen a user changes his subscription, the server needs to
minimum number of must-be-changed keys when the uggrange certain keys according to the algorithm presented in
joins or shifts to the tree. We name the must-be-changed ke&gction 1V-C and broadcast corresponding rekey messages.
in an enroll path agritical keys. KTR changes all keys in a Then, refresh and renew spots are logged to the keys that
leave path and only the critical keys in an enroll path, whilare used in the rekey messages. The sequence of refresh and
leaving all the other keys unchanged. In this way, the rekegnew spots thus forms spot series in the time order. If a key
cost can be minimized. is shared by multiple programs, we let the key have multiple
spot series, each of which is associated with one prograen (se
examples in Section 1V-B).

Algorithm 1 describes the procedure to log refresh and
In this section, we first present some important conceptsii@new spots upon a user event. According to Definition 4.1,
Section IV-A and IV-B, which are used for identifying criit renew spots are logged to a key when the key is changed to a
keys . Then, we present the condition under which a key m&w value. Hence, when a key is in a leave path or critical in
critical in Section IV-C and IV-D and the corresponding keyan enroll path, the key must be changed and renew spots must
management algorithms. be logged to that key. Furthermore, according to Definition
4.2, refresh spots must be logged to a key when the key’s
parent is in a leave path, because the key is used to encrypt

A. Rekey Spots its parent in order to renew its parent.

KTR basically logs how a key was used in rekey messagesAs previously discussed, refreshments may contain inferma
We can always find two operations in any rekey message: 1ji@n that threatens past confidentiality. For example, mssa
key’s value is changed or 2) a key is used to encrypt its pararder joins a tree shared by progragp, at t., and k; is in
key when the parent key’s value is changed. Accordingly, whe enroll path. From all previous broadcast rekey messages
define two types of spots to log the time points when eithardangerous rekey sequenite k; is defined as,
operation is committed. Definition 4.4: A sequence of refreshments

IV. SHARED KEY MANAGEMENT



Algorithm 2 Update of revive spots o —X X refiresh spot

1: let k be k,; g > O renew spot
2 lett bet,: & —X >
3: UPDATEREVIVE(, ¢, ty, go); h & Bt .. tme
4: function UPDATEREVIVE(,t, t,, g») Fig. 6. Spot series of key,.,
5: let V' be the set of all child keys of;
6: for k; eV do kp —O—O—0—0—> X refresh spot
7: find ¢; the renew spot of; that satisfieg; < ¢; krs — <& > & renew spot
8: if 6(k,t;k;,t;) existsthen kO <O >
9 if ¢; is the latest renew spot @f; then oty bt 4 .. time
10: addt, to k;'s revive spot series associated . ) )
with o Fig. 7. Spot series regarding progran
11: end if
i: dU,FDATEREVNE(ki’ti’tv’gv); to checkk;'s child keys as they may have revive spots. If
: end i

d(k,t; ki t;) does exist and;) is k;'s latest renew spot, a
revive spot is logged td; and the algorithm continues to
checkk;'s child keys.

14: end for
15: end function

B. Examples of Spots
6(k27t2;k1at1)75(l€3at3;k2;t2)7"'75(kmatm;km—latm—l) P P

that satisfies In this part, we demonstrate the spot series from two
e k; is k;_1's parent key, different dimensions. First, a key has multiple spot series
oty <ty < - <ty <t associated with its programs. Figure 6 depicts the spot
e k1(t1) has never been changed singe series ofk,, in the key forest of Figure 4. Becauseg,
® kn(tm) is the value ofg,,’s DEK. is shared by three programs (i.e:, g2 and gs), it has

If the server send#; to the user without any change, thehree spot series, and each series is represented by a line
user can decrypks(t2) and then iteratively decrypt;(t3) o in Figure 6. In this example, at;, a user leavesrg. ki,
km (tm). Past confidentiality at,, is thus compromised, if the js first renewed, and all its spot series get a renew spot.
user uses:, (t) to decrypt the data items that are broadcastight after it is renewedf,, is used in the refreshments
during t,,, andt., which should otherwise be inaccessible t@(kmtl;km,hh5(1%7151; Ergr 1), 0 (kg t1; Erg, 1),
that user. Past confidentiality a&t, is preserved if the user Because these refreshments are related to all the programs,
either cannot find such a sequence of refreshments to obtaifresh spots are added to &ll,’s spot series. At,, a user
ki (tm) or has already legitimately obtained, (¢,,) and the |eavesr;. Because only,, andk,., need to be changedl,, is
data items during,,, andz.. used in the refreshmentk,.,, to; kyg, t1), 6 (kry, to; krg, t1).
Therefore, to identify whether a key is critical in a programHence, only two refresh spots are added to the series
we use a third type of spot to mark the key based on its renewsociated withy, and g;. Readers can find that the other
and refresh spots. Similarly, the sequence of revive spotss spots are for the events where a user joing at t3, and
revive spot series in the time order. If a key is shared tyhother user shifts fromry to tr3 at t4. In brief, renew
multiple programs, the key has multiple revive spot seriespots of a key are the same in all of its series, while refresh
each of which is associated with one program (see exampigsl revive spots are different regarding their correspogdi
in Section 1V-B). programs.
Definition 4.5: Revive spot of a key: the time pointwhen The second dimension of spot series is illustrated in Fig-
(1) the DEK of this key’'s associated program has changedwe 7, where we draw spot series &f,,, k., and k,,
(2) a dangerous rekey sequence exists as in Definition 4.4associated with only one progragy. At ¢;, a user leaves
After the update of refresh and renew spots, the serve. Assumek,, and k., are in the leave path, but,, is
updates revive spots according to Algorithm 2. Assuméthe not. Hence, the broadcast server composes the refreshments
DEK of programg,) is renewed at,. Algorithm 2 updates (k,,,t1;kn,,t0), 0(kry,t1; krg, t1) to changek,, andk,.,. At
the revive spots of corresponding keys iteratively, stgrfrom ¢2, a user leavegrs. The refreshment(k..,,t2; krg, t2) IS
k,. At the beginning, lett = k, andt = t,. The algorithm broadcast to change.,. At 3, a user joingrg. Assumek,, ,,
iteratively uses the function UPDATEREVIVE(t, t,,g,) t0 k., and k,, are in the enroll path, these keys are changed.
update revive spots of related keys. Assuming that the @t ¢4, a user shifts fromtry to ¢rs, and é(k,,,tq; kg, t4)
gorithm checks a key: which was renewed at and was is broadcast to changk,.,. Note that at a refresh spot (for
refreshed at sometime later thanit first selects ak; from instance,t; of §(k.,,t1;kn,,to), the symmetric keyk,,, is
all &’s child keys. According to Definition 4.5, #i(k,t; k;,t;) refreshed simultaneously as its parent Kegy is renewed.
does not exist, there is no need to log a revive spdt;tand In Figure 8, we draw the revive spot series of the three keys
no need to further check;’s child keys. Also, ifé(k, t; k;,t;) associated witly, based on Figure 7. Ay, k.., is changed
does exist but; is notk;’s latest renew spot, there is still noand 6(ky, t1; kn,,t0), 0(kr,, t2; krg, t1) Can be recorded by
need to log a revive spot th; but the algorithm continues any user. Revive spots are added to bgthandk,, ,, since the



& renew spot Theorem 4.1:Theorem of Critical Key TCK): & in the
A\ revive spot enroll path is acritical key, i.e. &k must be changed before
being distributed tou to ensure past confidentiality, if and
only if at least one pair ofka;, ua;)x ., satisfieska; > ua; at
Fig. 8. Revive spots regarding progras current timet, i.e. the key is older than the user’s subscription
regarding prograny;.

a) Proof of the sufficient conditionf k is the DEK ofg;,
refreshments can exposg, ati, to a new user if eithek,, or  the proof is obvious. If’s age is older than:'s subscription
kn, is given to the user without any change. However,a  age, there are some data items encrypted Igfore the user
revive spot is only added to.,, because only(k,,t4; krq,t4)  joins the program. Hencé; needs to be changed so that the
is potentially insecure. No revive spot is addedktg, atts, user cannot decrypt those data items.

ke —I—DN—C—Dh—>
ky O—D—C0—

to t tr t3 ty ... time

since it is not used in the rekey operation. If kis not a DEK, letk; be the DEK of prograng;, and the
N latest renew spot of is ¢, Assume a pair ofka;, ua; )y, that
C. Critical Keys satisfieska; > ua; at current timet. According to Definition

By logging spots to keys, the server can inspect a key’s pdsb, k’'s value has never been changed sineeka; and was
usage. We introduce the concepts of key age and subscriptievived att —ka;. According to Definition 4.5y can find such
age to decide whether a key is a critical key. a sequence of refreshments from all previous broadcasy reke

Definition 4.6: Age of a key: (1) if the key is a DEK, its messages at— ka;: 0(ka,ta; k,tr), ..., 0 (ki t — kai; kg, tg),
age is the time interval between the current time to its tategheret, <t, < ... <tz <t — ka;. Hence, ifk is sent to
renew spot; (2) if the key is a KDK, its age is the time interval without any changey can derivek; att — ka; from these
between the current time to the revive spot that is locatéefreshments.
between the current time and the latest renew spot and isAccording to Definition 4.7 joined g; at ¢ — ua;, which
closest to the latest renew spot. Note that a key may haweansu is only allowed to decrypt data items gf broadcast
multiple ages if it is shared by multiple programs, and eaciftert — ua;. Becauseka; > ua;, t — ka; <t —wua;. If kis
age is associated with one program. not changedy can decrypt data items gf broadcast between

According to the above definition, the age of a KDK is @ — ka; andt — ua;, and thus past confidentiality at- ka; is
if and only if there is no revive spot between the current timeompromised.
and the latest renew spot. Otherwise, the age of the key isTherefore, if at least one pair 0ka;, ua; ) ., satisfiesca; >
greater than 0. ua; at current timet, &k in an enroll path needs to be changed

Definition 4.7: Age of a subscription: the time intervalbefore being distributed to userto ensure past confidentiality.
between the current time to the latest beginning time the use b) Proof of the necessary conditioiThe necessary con-
is in a program. Note that if a user subscribes to multipidition is that if all pairs of(ka;, ua;). , satisfyka; < ua;, k
programs, he has one subscription age for each program. does not need to be changedklis the DEK ofg;, the proof

According to the above definition, the subscription’s age is obvious. Ifk’s age is younger than user’s subscription age,
0 if and only if the user is not in the program. Otherwisethe user has already known all data items encrypted:by
the user is in the program, and his subscription age is greatéence,k does not needs to be changed.
than 0. If a user stops subscribing a program, the subsmnipti If & is not a DEK, select any prograg that shares:. Let
age associated with this program turns to 0. If a user shifts be the DEK ofg;, and the latest renew spot &f is ¢.
from a tree to another tree while staying in a program, hid/e use reduction to absurdity to prove. The opposite of the
subscription age with this program continues. Finally, arusnecessary condition is that past confidentiality for progia
can have different subscription ages for different proggam will be broken if all pairs of(ka;, ua;)k,., satisfyka; < ua;

The traditional LKH approach to protect past confidentjalitat current timet, andk is sent tou without any changed.
is to always have the server change keys in the enroll pathAccording to Definition 4.7y joined g; att — ua; and is
so that no previous refreshment can be exploited. Althougliowed to decrypt data items af broadcast aftet — ua;.
this ensures past confidentiality, this approach is co$tigre If past confidentiality for prograng; is compromisedy must
are some situations where the old refreshments only conthiave derivedk;’s value beforet — ua;. Becauseka; < uay,
secrets that the user already knows. In these situatiomsistr  t—ka; > t—ua;. u must have derived;’s value at a time point
can use the old symmetric key to decrypt the old refreshmentsbeforet — ka;, i.e.t' < ¢t — ka;. Hence,u must have found
thus keeping past confidentiality intact. That being theecaghe refreshments from all previous broadcast rekey message
the server can directly distribute the old symmetric keyhwitt  d(kq, to; k. tx), ..., (ki /s kg, ).
compromising the past confidentiality. According to Definition 4.5¢' is a revive spot ok. If ka; =

In the following, we give a generic method to identify criti-0, no revive spot exists aftgf,, and thust’ cannot exists. If
cal keys in the enroll path and reduce the rekey cost. Assyimiha; > 0, ¢’ is a revive spot aftek’s latest renew spoty,
key k is shared bym programs and will be distributed toand thust;, < ¢’ <t — ka;. However, according to Definition
useru, we can get alk’'s ages and alk’'s subscription ages 4.6, there cannot be any revive spotiobetweent; andt —
associated with these programs, denotetas, ..., ka,, |, and ka;. Hence,t’ cannot exist, and the opposite of the necessary
[uaq, ..., uan],. Programg; is thus associated with a pair ofcondition is false. Consequently, past confidentiality &ory
ages, denoted g%a;, ua; )k, - program g; will not be broken if the pair of(ka;, ua;)g .



Algorithm 3 Algorithm of KTR in Broadcast Server critical keys att, because their ages are greater than 0. The

1: if a join or shift event happertten server needs to chandge, andk,., before distributing them to
2: according to TCK, find all critical keys in the tree theu,. This shows that it is not necessary to change all keys in the
user wants to join or shift to; enroll path when a user subscribes the broadcast data agrvic
3 select the best enroll path that has the minimums would be required in the traditional LKH approach.
number of critical keys; Corollary 4.2: After a user enrolls in a tree, all keys in the
4: change all critical keys in the best enroll path, andnroll path are not older than the user.
broadcast corresponding rekey messages; According to Theorem 4.1, if a key is older than the user’s
5: end if subscription regarding a program, the key needs to be cldange
6: if a leave or shift event happetisen Hence, at the time when the user enrolls in a tree, the keys,
7. change all keys in the leave path, and broadcaghose ages are older than the user, are renewed and their
corresponding rekey messages; ages turns to be 0. If the key is not older than the user’s
8: end if subscription regarding any program, the key does not need to
9: update renew, refresh and revive spots according to the changed. Hence, the key continues to be not older than the
latest rekey messages; user. Therefore, after a user enrolls in a tree, all keys & th

enroll path are not older than the user.

Corollary 4.3: When a user shifts from a tree to another
satisfieska; < ua; at current timef, andk is sent tou without  tree, the keys overlap both trees do not need to be changed.
any changed. Assume the user shifts from tree, to treetrz. According

Theorem 4.1 indicates that changing only critical keys cdf Corollary 4.2, after the user enrolls im,, all keys in the
ensure past confidentiality. Hence, given a key forest, Algénroll path cannot not be older than the user. Hence, when
rithm 3 is applied to find the best enroll path and minimize thée user shifts tars, the overlapped keys, which were in
rekey cost. When a join or shift event happens to a tree, tHe enroll path when user enrolled n,, do not need to be
algorithm uses the depth-first tree traversal approach tbdin changed according to Theorem 4.1.
critical keys in the tree. If a path is found to have fewericat ~ Example:in Figure 4, usen shifts from treetr, to trg at

keys than previously visited paths, the algorithm recotdssi t1. ASsume user is in try sincety, i.e. u can decrypt data
the best enroll path. items of g; and g, sincety. k., andk,, are the overlapped

keys withtr, andtrg. Becauseu is still in g; and gy after he

D. Examples of Critical Keys shifts totrg, k-, andk,, do not need to be changed.

Corollary 4.1: When a user joins a tree, a key in the enroll ) )
path is a critical key if and only if one of the key's ages i& Security Analysis
greater than 0. To ensure multicast or broadcast security, group key man-

Before a user joins the tree, his subscription ages for all ajement should satisfy four security properties [2], [3}nn
the programs sharing this tree are 0. Hence, if the age of a kgrpup confidentiality, collusion freedom, future confidafity
in the enroll path for this program is greater than 0, the leey (forward secrecy), and past confidentiality (backward segy.
older than the user’s subscription. According to Theorefn 4.In the following, we discuss how KTR satisfies these proper-
the key needs to be changed before being distributed to ties.
user. Property 4.1: Non-group confidentiality: passive adver-

Example:consider a user event where a usgrjoins tree saries should not have access to any group key.
try at timet, in Figure 4. Assume that beforg, another user  Because keys are encrypted when being broadcast, passive
uy shifts from treetr, to trg att;, and no other event happensadversaries can not decrypt any key without knowing decryp-
betweery; andi.. At ¢1, assume,,, andk,, are in the leave tion key. Hence, KTR obviously satisfies Property 4.1.
path. Att,, assume,,, andk,., are in the enroll path. Now, we  Property 4.2: Collusion freedom: by sharing group keys,
determine which keys are critical &t according to Corollary multiple present users can not derive any group key that they
4.1. are not holding.

At t1, becausey; is still in g; andg,, the broadcast server When multiple users collude, they may try to share their
does not need to chande, andk,,, and only needs to sendkeys to derived unknown group keys. The sharing can be
the refreshment$(k,, ,t1; ke, tx.), (kr,, t1; kn,, t1), Where represented by a subgraph of the paths belonging to the
k. is a child key ofk,,, and not known byu,. According to colluding users. However, in KTR, a user does not know any
Definition 4.5, no revive spot is added fg,, andk,,, and key not on this path. Hence, colluding users do not know any
these two keys are renewed after Consequently, according key outside the subgraph that represents the collusion. KTR
to Definition 4.6, att,, the ages of botlk,,, andk,, are 0. thus satisfies Property 4.2.

The server can givé,,, andk,, to us without any change Property 4.3: Future confidentiality (forward secrecy): a
according to TCK, since; cannot derivek,, andk,, before leaving user should not have access to any group key after
to from the previous refreshments. leaving his present group.

In this examplek,,, andk,, are not critical keys, although According to Algorithm 3, KTR changes all keys in the
they are in the enroll path &,. However, k., and k.., are leave path, because the leaving user holds these keys. Hence
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TABLE Il

the leaving user will not have the new keys after the user COMPUTATION AT THE SEVER SIDE
leaves his group. KTR thus satisfies Property 4.3.

Property 4.4: Past confidentiality (backward secrecy): a service parameters inspe- upd-| computa-
joining user added at time t should not have access to anysize n m e d | ction ate | tion (ms)
keys used to encrypt data before t. small | 10K 5 31 25| 655 50K | 16+2

According to Algorithm 3, KTR changes all critical keys large | 10K 50 300 12| 141 240K| 68 £16

in the enroll path when a user joins. Theorem 4.1 basically

proves that the joining user can only derive past group keys

from critical keys. Hence, changing critical keys and ragsi enroll path, and (3) update renew, refresh and revive spots
non-critical keys prevent the joining user from obtainirgsp for affected keys. Compared with LKH, steps (1) and (3)

group keys. KTR thus satisfies Property 4.4. in KTR incur extra cost that includes only comparison and
assignment operations. The leave path simply consistsysf ke
V. PERFORMANCEEVALUATION that the user will no longer hold, and thus the server can

easily find out the leave path. Nevertheless, the serversneed

In this section, we analyze and evaluate the performan{(‘)emspect the to-be-joined tree and find out the enroll path

qf KTR at the server sw!e and the client side reSPeiith the minimum number of critical keys. Hence, according
tively. We define the following parameters for the analysi

e The service provides: programs;

e 1 users subscribes the service;

e n users are distributed te trees;

e Each tree is shared hy programs on average;

e The leave rate is\;: the number of users unsubscribing
to the service per unit time;

e The join rate is);: the number of users subscribing to
he service per unit time;

e The shift rate is\,: the number of users changing
subscriptions per unit time;

e The total event raté = A\; + A; + A,

o Algorithm 3, the computation complexity on the serversid
is mainly determined by the number of keys to be inspected
and the number of updates to be committed.

The number of keys to be inspected is determined by the
number of users in the to-be-joined tree and the number
of programs that share that tree. Inside the tree, there are
O(2%Z) keys. The root of the tree is connected to DEKs of
the programs that share the tree. As in Figure 5, the path
between the root and one DEK ha(log;(<4)) keys on
average. Hence, there afEdlog.(£4)) keys between the root
and the connected DEKSs. In total, the server needs to inspect
O(22 + dlog>(<2)) keys in order to find the best enroll path
. and the critical keys.

A. Server Side The number of updates to be committed is determined by

1) Analysis: Since a server is generally abundant in energyie number of DEKs that must be changed. In the worst case,
and memory, its computation capacity becomes the mainrfacél DEKs need to be changed and all keys under the DEKs
that affects the performance of the whole system. If theeed to be changed. Because each tree is sharégtmgrams
processing time for each event is large, this would delaysiseon average, one DEK is connected \Aﬁgghtrees. Hence, in the
request. We measured the management cost of a server by wewst case, a changed DEK will require the server to update
metrics: (a) the total number of keys to be managed, and @) keys in the trees that are connected with the DEK. Hence,
the number of keys to be inspected and updated per reey each DEK,0(22¢2) = O(242) keys need to be updated.
event. In the worst case (i.en DEKs need to be changed), the server

Since a tree hag users in average, there af¥22 — 1) needs to commi©(2dn) updates.
keys to be handled, including the root. Fotrees, the server  2) Simulation: We did simulations on a server (a computer
needs to manag@(e(22 — 1)) = O(2n — e) keys. Because with a 2GHz CPU and 2GB RAM running Linux). On average,

a key in any tree needs to keep a separate spot seriestfa server uses tens of milliseconds for one rekey operation
each program that shares the tree and each tree is sharéd bythe KTR scheme. Table Il shows the simulation results for
programs on average, the server needs to Kegf2n — e)d) two services with 10000 users. The first row is a small service
spot series. In the multi-layer root graph, the server needsthat provides only 5 programs and 31 valid trees, and each
manage DEKs and other non-root keys. Because one prograee is shared by 2.5 programs on average. The second row
is connected WithO(%) trees, the server needs to manage a large service that provides 50 programs and 300 valid
O((& — 1)m) = O(ed — m) keys (including DEKs and non- trees, and each tree is shared by 12 programs on average.
root keys) form programs. We notice that any one of thes€olumn “inspection” is the estimate of the number of keys to
keys is connected with only one program. Hence, each kbg inspected in the worst case. Column “update” estimates th
requires only one spot series, and thus the server needgpo keumber of updates to be committed in the worst case. Column
O(ed — m) spot series. In total, the server needs to manafigmputation” measures the average computation time fer on
O(2n—e+ed—m) keys with a storage requirement©f (2n— rekey operation in simulation.

e)d+ed —m) = O(2nd —m). In comparison, LKH requires  Obviously, the computation time on the server side is mainly
that the server managéy(2£42 —1)m) = O(2nd—m) keys. determined by the number of updates to be committed in the

According to Algorithm 3, KTR needs three steps for eackimulations, as the computation time is almost proportitma
rekey operation: (1) find the leave path and the best enrtitle number of updates (via regression analysis). Firstesin
path, (2) change keys in the leave path and critical keysan tthe number of users is fixed in these simulations, when the
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service has more trees, the average number of users in @ne &eshift event, the number of decryptions@g§2(1 + p)”?d?).
decreases. Accordingly, the server takes less time to ahsp€onsidering user activities, the average nun;lber of demypt
keys in the large service than in the small service. Henogould be O(:(2)\; + 2pA; + 2(1 + p))\s)%). Hence, on

the server spends the most time on updating spots for affectgerage, each user decrymﬁ%(ZAl +2p)\; +2(1+p))\5)§)
keys. Since a program is connected with more trees in the laigkey items upon receiving a rekey message. ’

service, a changed DEK will affect more keys. According to The third metric,maximum number of keys to be stqred

the estimation, in the worst case, the server needs to compiresents the storage demand which is proportional to the
updates in the large servic&rny = 4.8 times as much \mper of keys a user needs to hold. Inside a tree, a user
as in the small service. Overall, as measured, the SerVefSeqs to hold keys along the path from its leave node to the
computation time in the large service f§ = 4.3 times as (50t of the tree. Because a tree @) users, a user holds
much as in the small service. O(log2(™)) keys inside a tree. In the root graph, a user hold

keys from the root of the tree to all DEKs of the programs
B. Client Side that share the tree. Because a root is connected dMdEKSs

: s ed
1) Analysis: At the client side, three main performanceand eacf:leDEK 'S clzonnected Wihi(77) trees, a user holds

metrics need to be measuresterage rekey message size per’(4/092(57)) keys in the root graph. In total, a user should
)+ legg(%)) keys. Because a user stays in

evenf average number of decryption per event per userd hOId_O(l‘)g?(E i n
maximum number of keys to be stqréitat can well capture multlpfz trees in LKH, the user should hold(dlog» (%) +
the overhead of KTR on resource limited mobile deviced?92(77)) keys if keys are not shared.
in terms of communication, storage, power consumption and2) Simulation: The analysis gives estimates on major per-
computation. Based on these three metrics, we can infer otf@gmance metrics. We notice that some factors could bring
metrics that are more directly related to the mobile devicegore insightful results. For example, users may not be gvenl
For example, if we decide a particular encryption algorithnglistributed in trees due to the fact that some programs may be
we know the length of a key, the time to compute a key, and theore popular than other programs. Also, users may be more or
energy consumption to execute the algorithm. Consequentss likely to stay in current subscriptions than to fredlyen
we can obtain metrics, such as the communication overhegithnge their subscriptions. Hence, in the following, we use
in the rekey messages, etc. simulation to examine the impacts of these user behaviors.
The first metric,average rekey message size per event In the simulation, we compare KTR with three other rep-
measured as the number of encryptiofist;, in the rekey resentative schemes: SKT, eLKH, LKH, as listed in Table
message, represents communication cost and power consutip-to illustrate how shared keyand critical key improve
tion in a mobile device. In a leave event, the rekey messagje performance of key management in wireless broadcast
consists of rekey items for keys in the leave path. Hence, thervices. SKT is the approach in [28] where only shared key
number of encryptions ié)(2(log2(g)+dlogg(%))). Inajoin tree is applied. eLKH is an approach where only critical key i
event, the rekey message consists of rekey items for dritiagpplied to enhance LKH. Neither shared key tree nor critical
keys in the enroll path. Hence, the number of encryptions key is adopted in LKH. If shared key tree is adopted, key
O((1+p)(loga(2)+dlog2(22))), wherep is the ratio of critical management is based on the key forest as illustrated in €igur
keys over all keys in the enroll path. Our simulation shoves th4; otherwise, a key tree is created for each program and a
p is around22.9 +1.8% in an enroll path. In a shift event, theuser is assigned to all trees corresponding to the programs h
rekey message consists of rekey items for keys in the leasgbscribes. If critical key is used, a key in an enroll path is
path and critical keys in the enroll path. Hence, the numlber changed if and only if it is a critical key; otherwise, all ey
encryptions isO((3 + p) (logz(2) + dlog>(42))). Considering in the enroll path need to be changed (as in the other old
user activities, the average rekey message size would dmhemes). Table Il lists four schemes representing @iffer
O£ (2N + (1 + p)Aj + (3+ p)As)(loga (L) + dloga(4£))).  solutions which may or may not adopt these two ideas. The
The second metri@verage number of decryption per evenhames of the schemes are self-explanatory. If key tree reuse
per user measures computation cost and power consumptinadopted, key management is based on the key forest as
in a mobile device, since the device needs to decrypt néllustrated in Figure 4; otherwise, a key tree is created for
keys from rekey messages. Define the height of a key as ésch program and a user is assigned to all trees corresgpndin
distance to the bottom of a tree. For example, if a treershasto the programs he subscribes. If critical key is used, a key
users, the height of its root key lsgon. Obviously, if a key’s in an enroll path is changed if and only if it is a critical key;
height ish, 2" users need to decrypt it when it is updatedtherwise, all keys in the enroll path need to be changed (as
in a rekey event. Hence, in a tree afusers, when a path in other schemes). Note that the well-known LKH is used as
of keys need to be changed, the total number of decryptioadbase line (i.e. neither shared key nor critical key is agldpt

is O(Y1%% 2°) ~ O(2n). In a leave event, because there are g Settings: We assume that the server provides 50
O(Z4) users under a to-be-changed DEK, the total numbgfograms. In our experiments, the key forest consists of 300
of encryptions for this DEK and its downward keysd$224).  trees when shared key tree is adopted. Each tree represents a
Becausel DEKs need to be changed in a leave evé}(tz%‘ﬂ) different option of subscriptions. We also assume thatether
decryptions are committed by affected users. Similarlyain are 10000 users (on average) subscribing to the services. Th
join event, the total number of decryptions @(2p%). In  root graph in key forest was automatically generated adagrd
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TABLE Il TABLE IV

KEY MANAGEMENT SCHEMES CASES IN KEY MANAGEMENT
Schemes shared key| critical key Case | Major subscriptions| Major events
KTR Y Y Case | Multiple Join and leave
SKT Y N Case Il Single Join and leave
eLKH N Y Case I Multiple Shift
LKH N N Case IV Single Shift

to subscriptions. Each program had a different depth in ros¢rver to change fewer keys.
graph depending on the number of subscriptions that includeThen, we evaluate performance of the key management
the program. In the worst case where a program is includedsohemes by fixing\; = 1 and varying) (x-axis) from 1 to
all subscriptions, the depth for this program in root grap®.i 9 as shown in Figure 9(c) and (d). Obviously, when the shift
Most programs had a depth of 8 or less, because the prolyabitdate grows, the performance of SKT turns worse because of
that a program is selected by more than 256 subscriptionstli® extra overhead that is introduced in managing shares key
low. At the same time, the tree depth is around 5, since 100@®en a user quits or adds some but not all of his subscribed
users are randomly distributed to 300 trees. programs. Obviously, the adoption of critical keys incue t

In each experiment, we compare two equivalent key grapimajor improvement in terms of rekey message size. KTR and
for shared key schemes and non-shared key schemes. We &td€H are the best solutions.
generate a random key forest and assign users to leaf nodeBy comparing CASE Ill and CASE IV (corresponding to
of the key forest. Then, for non-shared key schemes (LKt#He subscriptions of multiple programs and single program,
and eLKH), we assign users to different key trees accordingspectively), we found that the extra overhead of shift is
to their subscriptions in shared key schemes. Any user evéigher in CASE Ill. Figure 9 also shows that KTR and STK are
in shared key schemes was also mapped into the equivalemre sensitive to these types of major user events than eLKH
event in non-shared key schemes. and LKH. The average rekey message size in KTR and STK

All three user events (i.e. join, shift and leave) are modelgyrows as the shift rate increases and shrinks as the jone/lea
as independent Poisson processes. Wa,let )\; so the total rate increases. On the contrary, the average rekey mesgage s
number of users remains constant (i.e. around 10000). We var eLKH and LKH remains almost flat regardless of the rate
A; and )\, separately in order to observe their impacts on thaf user events.
rekey performance. The result of our performance compariso Based on our experimental results, by adopting only shared
is obtained by averaging the rekey cost over 3000 random ug&ey tree, SKT reduces the rekey message size to around 60% to
events. Here, a user event is referred to an event in scherfi®% of LKH. By adopting critical keys alone, eLKH reduces
that adopt shared key tree. Such an event is mapped ittte rekey message size to around 55% to 65% of LKH. This
several user events in schemes that do not adopt shared tesplt also validates our claim that many keys in the enwthp
tree. For example, a user joins a tree of multiple prograns® not need to be changed. In fact, over all the experiments,
in KTR is mapped as a sequence of events in LKH (eachdsaly around 23% keys in the enroll path need to be changed.
corresponding to the user joining a tree of these programs). ¢) Average Number of Decryption Per Event Per User:

Four test cases are generated for evaluation based on m&ower consumption and computation cost are two primary
subscriptions and major events (summarized in Table IV). boncerns for mobile users. We use the average number of
Case | and Case Ill, 80% of the users subscribe to multiglecryptions to measure these costs. Similar to the expaténe
programs and the other 20% only subscribe to one of tiethe previous section, we vary the rates of major events to
programs. In Case Il and Case IV, 20% of the users subscrittgserve their impacts on decryption overhead. Figure 1@/sho
to multiple programs and the other 80% subscribe to only otlgat the schemes adopting critical keys (i.e. KTR and eLKH)
program. Furthermore, in Case | and Case Il, the major eveat® better than SKT and LKH. The number of decryption in
are joins and leaves; while in Case Ill and Case IV, the majeLKH is around 80% of that in LKH, and KTR’s is around
events are shifts. In the simulations, we vary the ratesHer t80% of SKT’s too. In all schemes, the number of decryptions
major events while keeping the other rates at 1. drops as the join/leave rate increases and rises as thaateift

b) Average Rekey Message Size Per Evefk first increases.

evaluate performance of the key management schemes in termidowever, the adoption of shared key has negative impacts
of average rekey message size, by fixing= 1 and varying on reducing user's decryption cost. In Figure 10, LKH is &ett
A (x-axis) from 1 to 9 as shown in Figure 9(a) and (b)than SKT, especially when the shift rate is high. So does eLKH
KTR and SKT that adopt shared keys significantly outperforniis comparison with KTR. This can be explained as follows. In
LKH, Because the major user events are join and leaveshared key schemes, when a user shifts from a tree to another,
user only needs to join or leave one tree when he subscritsesne users will be affected by the changed keys in both the
or unsubscribes to multiple programs. In contrast, LKH thétave and the enroll paths if they subscribe to the progréuas t
does not have shared keys requires a user needs to jointha user keeps subscribing to. As previously discussededha
leave multiple trees for multiple programs. Furthermord R key schemes introduce extra rekey cost because they change
is better than SKT, because critical key in KTR allows thkeys in two paths. On the contrary, in non-shared key schemes
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(a) Case | (b) Case Il (c) Case lll (d) Case IV
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Fig. 10. Average number of decryption per event per user
no key needs to be changed for the programs the user keeps 14 ooR

. . euse
subscribing to. Hence, those users who are affected by keys i 12 &-Nonreuse

. . (5]

two paths in shared key schemes only need to decrypt keys in 10
the leave path in non-shared key schemes. As a consequence, & 80
the decryption cost per user is less in non-shared key scheme 60
that that in shared key schemes. 40

Figure 10 also shows that the user subscription pattern has
a great impact on the average number of decryptions. The
average number of decryptions in Case Il and Case IV (whefg. 11. Average number of keys hold per user
only 20% of users subscribe multiple programs) is around 55%
of that in Case Ill and Case IV (where 80% of users subscribe
multiple programs). Obviously, if a user subscribes to mote single programs, the storage reduction in KTR is artlfs.
programs, it is more likely that he will be affected by other In summary, KTR combines the advantages of both shared
user activities. key tree and critical key. Among all schemes, it has a light

d) Average Number of Keys Held Per UseFinally, communication overhead (i.e. its average rekey message siz

we evaluate the storage demand on mobile devices, whisér event is the least or close to the smallest), incurs less
is measured as the average number of keys held by ea@mputation and power consumption on mobile devices than
user. One goal is to save storage by reducing the numbertigé other schemes (i.e. its average number of decryption per
keys each user needs to hold. Since KTR makes prograg¥@nt per user is the smallest), and requires least storage i
share keys, KTR saves storage for a user when the user jaifsbile devices (i.e. its average number of keys held per user
a tree shared by more programs. As analyzed before, {Bahe smallest). Because a mobile receiver generally oa$y h
structure that programs share trees determines the nunfibefifited resources, such an overhead saving can greatlyfibene
keys that can be saved. However, since users may favor Safe receivers so that they can have a longer working duration

subscriptions, users may concentrate in some trees. Fo8 Usghd more computation capacity to process broadcast data.
subscribing to single programs, KTR has no advantage over

LKH.

The average storage demand is also affected by how users
are distributed in trees. In Figure 11, we vary the ratio In this work, we investigated the issues of key management
of users who only subscribe single programs and illustraite support ofsecurewireless broadcast services. We proposed
the average storage demand. Obviously, when most usk®R as a scalable, efficient and secure key management
subscribe to multiple programs (i.e. ori}0% users subscribe approach in the broadcast system. We used the key forest to
single programs), KTR can savé% storage on average forexploit the overlapping nature between users and programs
each user compared to LKH which assigns a separate sefrotbroadcast services. KTR let multiple programs share a
keys to each program. When more us&@&% users) subscribe single tree so that the users subscribing these programs can

. 04 0.6 0.8 .
Ratio of single-program subscription

VI. CONCLUSION
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hold fewer keys. In addition, we proposed a novel shargzh] A.Perrig, D. Song, and D. Tygar, “Elk, a new protocol fdiigent large-
key management approach to further reduce rekey cost by group keyzdﬁ”zbggonr" iNIEEE Symposium on Security and Privacy
) e - , pp. 247-262.

|dent|fy|ng the minimum S_et of keys that mL_JSt be Changq%] C. K. Wong and S. S. Lam, “Keystone: a group key managémen
to ensure broadcast security. This approach is also apjica  service,” inInternational Conference on Telecommunicatio2800.

to other LKH-based approaches to reduce the rekey cost/## M. Moyer, J. Rao, and P. Rohatgi, “Maintaining balanéey trees for

in KTR. Our simulation showed that KTR n v b secure multicast,draft-irtf-smug-key-tree-balance-00.t4999.

In - our s . ua} on showe ) a can save a Olfgg J. Staddon, S. Miner, M. Franklin, D. Balfanz, M. Malkiand D. Dean,
45% of communication overhead in the broadcast channel and “Self-healing key distribution with revocation,” iEEE Symposium on

about 50% of decryption cost for each user, compared with the Security and Privacy2002, pp. 241-257. _
" [28] Y. Sun and K. R. Liu, “Scalable hierarchical access manin secure
traditional LKH approach.

group communications,” itEEE Infocom 2004.
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