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 Some security problems can be 
solved by autonomous agents

 Some security problems cannot: 
don’t know how soon 



This 2024 agent can hack websites
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(D. Kang group, UIUC)

The logic & prompts are non-trivial (e.g., 38 actions 
to extract db schema)



This 2024 agent can do pen testing
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(Y. Liu group at NTU and collaborators)

Chain-of-Thought. Step-by-Step Reasoning. Self-Verify. Self-
Testing. Feedback loop.



This 2025 agent can extract IoCs 
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What is inside a Cyber Threat Intelligence 
report?



This 2025 agent can extract IoCs 
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(P. Liu group at PSU and collaborators)
Retrieval-based purification. Chain-of-Thought. Reasoning via 

three loops. Self-Debug. Self-Testing. 3K CTI reports.  



This 2025 agent can assist malware analysis
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(P. Liu, S. Wang and 
students at PSU)

This agent identifies the basic blocks that implement anti-dynamic-
analysis techniques. This workflow is dominated by static analysis 
and RAG. 



Other dimensions of the Design Space

• Self-consistency decoding
• “generates multiple reasoning paths and selects 

the most coherent one”
• Integration of knowledge graphs

• To provide structured factual context 
• Action planning 
• LLM routers
• Multimodal retrieval 
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Takeaways
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 While the architectures have some common 
characteristics, the workflow specifics are the 
“real deal” 
 The workflow specifics are non-trivial 

 These agents are not LLM-centric 
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 Why some security problems 
cannot be solved by autonomous 
LLM agents? 



Gap 1
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 “Appears to be 
effective”

 “Meets the real-world 
requirements” Gap 1

• Given binary code, experiments 
show that an agent (FSE’24) is much 
better than decompilers in terms of 
edit distance between source code 
and decompiled code

• However, we found that the restored 
code suffers from incorrectness    

• Incorrect default initialization or fallback
• Incorrect data structure role Mapping
• Incorrect state transition or dependency 

modeling
• Loop boundary or iteration semantics errors
• Incorrect dereferencing or referencing
• … … 



Gap 2
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 “Art of prompt 
engineering”  Principled approachGap 2

• The performance of some agents are 
very sensitive to the textual content in 
prompts 



Gap 3
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 “sometimes extremely 
effective”   “rarely fails”  Gap 3

C1: Missing context information 
C2: Patched code introduces new 
issues
C3: Inaccuracy in pinpointing the 
vulnerability point 
C4: Errors in understanding the code

Failed bug fixing: 



Gap 3: Commercial program repair agents 
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While their capabilities are impressive, the full realization of 
automatic repair in practical, large-scale software development 
environments remains a challenging long-term goal.  

However, although Devin outperforms GPT-4 by a factor 
of three against the SWE-bench benchmark, it was only 
able to resolve 13.8% of issues in the benchmark in 2024. 

Codeium, Devin, Cursor, Magic, Replit, and Cody are very 
impressive AI coding assistants.   



Gap 4
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 “reasoning skills of LLMs 
are often 
overestimated” + 
“broken reasoning 
chains”

 There is a planning 
need: decompose a 
complex task into 
simple ones  

Gap 4

In systems security, existing LLM agents do not 
demonstrate impressive planning ability. 



Gap 5
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 “can design workflows 
for specific tasks”  “agent factory”Gap 5

<Analogy>
Design a special bike 
from scratch

Bike factory



One possible “agent factory” 
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Security issues specific to agent systems

• Indirect prompt injection attack
• Knowledge corruption attack 

• Poisoned RAG 
• Data breech
• Effects of reward poisoning
• Lack of transparency (e.g., pinpoint the 

fragments in a long context that contribute most 
to the LLM response)  

• Lack of accountability 
• Regulation evasion 
• Trust erosion 
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The new security issues introduce a semantic 
gap in insecurity analysis 
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Static and Dynamic Taint Analysis 

Semantic Gap 

Once the LLM is fed with untrusted info, must 
ensure such inputs will never lead to harmful 

consequent operations    

Agent System
Security
Property



Discrepancies between existing agent hardening work and 
systems security principles

• Discrepancy 1: 
• This framework does not meet the 

Complete Mediation property of 
Reference Monitors

• It does not follow the “Making 
Info Flow Explicit” principle 

22(IsolateGPT, WUSTL and UW, 2024)

 If the cloud drive is 
compromised, it can append 
user’s private data to 
“annual_report.pdf” 



Discrepancy 2 • Discrepancy 2: 
• This IFC framework prevents the 

LLM from seeing information from 
untrusted sources

• It does not follow the “Ensure the 
consequent data flows will not 
violate the policy specified in terms 
of where info should flow” principle 
[HiStar, 2006], not “whether info 
can flow”  
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(f-secure LLM system, Wisconsin, 2024)
 Unknown sources are labeled as 

untrusted, but they could be 
needed  DoS 



Discrepancy 3

• This framework achieves IFC through three 
key rules 

• It does not follow the “Ensure the consequent 
data flows will not violate the policy specified 
in terms of where info should flow” principle 
[HiStar, 2006], not “whether info can flow” 

24

(SAFEFLOW, TAMU and collaborators, 2025)

 Security levels are dynamic: 
centralized maintenance  
involves high complexity and 
substantial uncertainty
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Future direction #1
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 Address the afore-mentioned gaps 
and issues



Direction #2: A new paradigm for conducting 
systems security research 
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New Paradigm

Principles, 
soundness, 
completeness,
Gödel's theorems 

A specific
system

Observations

Tailored analysis & hardening

New
findings

Domain Knowledge
(a) CVEs (POCs) 
specific to the system; 
(b) how to do tailored 
analysis & hardeningDomain 

knowledge,  
all existing 
analyzer code & 
their 
corresponding 
systems

A specific
system

New
findings

Advisor

Current Paradigm



Direction #3: Behavior of interacting agents 
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 Short term: MCP protocol 
 Short term: metadata poisoning  
 Short term: working memory pollution 

 Longer term: game theoretic behavior
 Longer term: unexpected group behavior 



Thank you! 

Questions? 
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